Empirical correction of thermal responses in the Solar Occultation for Ice Experiment nitric oxide measurements and initial data validation results
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The Solar Occultation for Ice Experiment (SOFIE) makes broadband transmission measurements centered at 5.32 μm to determine the concentration profile of nitric oxide (NO). These measurements show a signal oscillation due to detector temperature variations that severely limit the accuracy of NO retrievals if corrections are not applied. An empirical correction was developed to remove this instrumental error. This paper describes the correction, its impact on the retrieval, and presents a comparison from 87 to 105 km versus coincident atmospheric chemistry experiment—Fourier transform spectrometer (ACE-FTS) measurements. The southern hemisphere (SH) shows excellent agreement between the datasets, with statistically insignificant differences. The northern hemisphere (NH) SOFIE measurements exhibit a low bias of -18.5% compared to ACE-FTS. NH measurements (sunrise observations) are still under study, and only SH NO data (sunset observations) are currently publicly available as of SOFIE data version 1.2. © 2013 Optical Society of America
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1. Introduction
Measurements of mesospheric nitric oxide (NO) are critical to understand the link between variations in the solar and geomagnetic environment of the Earth and its atmosphere. Generally, NO is produced in the mesosphere and thermosphere by solar soft x rays and extreme ultraviolet radiation. At polar latitudes however, auroral activity and energetic particle precipitation (EPP) during geomagnetic storm events drives the production of NO [1,2]. NO measurements are therefore important to characterize the effects of EPP and high-frequency radiation in the upper atmosphere. NO in the mesosphere and lower thermosphere (MLT) region can also be transported to lower altitudes where it participates in the catalytic destruction of stratospheric ozone, as documented by [3–5] among others. NO is also relevant for understanding the energy balance and radiative cooling of the upper atmosphere [6]. Currently, few satellite instruments in addition to the Solar Occultation for Ice Experiment (SOFIE) [7] routinely derive MLT NO concentrations from orbit. Independent
Fourier Transform is a decay constant, and is the amplitude and refers to the phase of the oscillation.

Atmospheric Chartography [13], uses solar occultation and differential broadband radiometry to measure the vertical profiles of temperature, polar mesospheric cloud extinction, aerosols, and several gas constituents of the middle atmosphere, including water vapor (H₂O), ozone (O₃), methane (CH₄), carbon dioxide (CO₂), and NO. Measurements are performed in a total of 16 spectral bands, organized by pairs into eight channels with center wavelengths extending from 0.29 to 5.32 μm. The basic measurement approach is to ratio the signal in the various channels obtained while viewing the sun through the atmospheric limb to the signal obtained while viewing above the sensible atmosphere. Thermoelectric coolers (TECs) are coupled to every detector to maintain a constant temperature and minimize thermally induced signal changes. To monitor the thermal behavior of each band, the instrument is also equipped with temperature sensors on each detector. As the spacecraft experiences sunrise or sunset, changes in the energy reaching the instrument cause the detectors to heat or cool. The design of the control circuitry for the TECs results in small oscillations of the detector temperature during the occultation event, until the TECs reach a steady state temperature. These oscillations are only significant in the broadband NO channel.

Channel eight in the instrument was specifically tailored to measure NO using broadband extinction measurements centered at 5.32 μm. After launch, the 5.32 μm band detector signal showed an unexpected temperature response that compromised the accuracy of the NO retrieval. The present paper describes the solution implemented to restore the quality of the SOFIE NO data. To verify that the resulting NO retrieval from the corrected transmission signals is accurate, a comparison was made with concurrent NO measurements by the ACE-FTS instrument. The ACE-FTS retrieved NO values have been validated for the stratosphere and lower mesosphere [15], providing a good database for assessing the quality of SOFIE measurements. This paper describes the state of the SOFIE NO retrievals as of dataset version 1.2.

2. Modeling the Detector Thermal Response

The SOFIE instrument performs measurements in two different modes, i.e., spacecraft sunset (SS) and spacecraft sunrise (SR). The SS mode refers to the solar occultation measurement performed when the AIM satellite is in the ascending portion of the orbit, but before crossing the equatorial plane. The sunset mode measurements occur exclusively in the southern hemisphere (SH). On the other hand, the SR mode also occurs in the ascending portion of the orbit, but after crossing the equatorial plane, restricting these events to the northern hemisphere (NH). The distinction is important because the thermal shock experienced by the instrument, and the subsequent oscillation in the transmission signal, are different for each spacecraft mode.

During SS measurements, the detectors within the instrument first receive the solar energy input when pointing at a high tangent altitude of ~300 km. Actual operational measurements do not begin until the tangent altitude is 180 km, about 60 s afterward. At this point in time, the oscillation has been damped and is small for most events. During SR, however, the thermal shock and data collection occur simultaneously as the satellite emerges from the dark side of the planet, when the tangent altitude is 0 km. Examples of the behavior of the 5.32 μm transmission signal for the two different modes are depicted in panel (a) of Figs. 1 and 2. The altitude in these figures refers to the geocentric altitude, determined from orbital ephemeris and instrument pointing.

The corresponding detector temperatures for the example events are shown in panel (b) of Figs. 1 and 2. It is clear that the signal variations in the sunrise event anticorrelate strongly with the changes in the temperature of the detector. The combination of the coarse time resolution and noise in the measured detector temperatures makes it difficult to qualitatively distinguish the oscillation in the detector temperature for the sunset events. The coarse time resolution of the temperatures also prevents an accurate characterization of the thermal response of the detector. For this reason, the thermal response is analyzed based on the actual transmission measurement in the 5.32 μm band.

The thermal oscillation in the transmission signal, M_{osc}, is accurately modeled by an exponentially decaying sinusoidal wave as shown by Eq. (1):

\[ M_{osc} = A \left[ \exp \left( -\frac{\Delta t}{\tau} \right) \sin(\omega \Delta t + \phi) - \sin(\phi) \right] + S \Delta t, \]

(1)

where A is the amplitude and \( \phi \) the phase of the oscillation. \( \tau \) is a decay constant, and \( \omega \) refers to the frequency of the oscillation. The transmission signals show a linearly increasing value at exoatmospheric altitudes, where no atmospheric signal is present. This characteristic of the measurement, possibly also related to the thermal stability of the instrument, is corrected with the term S, which models the linear drift in the signal. The model is a function of \( \Delta t \), defined as the time difference between the time of the measurement (\( t_m \)) and a reference time (\( t_0 \)), taken...
when the tangent altitude is 140 km. The altitude of 140 km was chosen to be the initial boundary of the sensible atmosphere, based on experience with the data. The constant term \(-\sin(\phi)\) sets the initial condition that \(M_{osc}\) at \(t_0\) is equal to zero. Figures 1 and 2 confirm the oscillatory nature of the data and show that the removal of the oscillation is needed for both the sunset and sunrise modes. It is especially critical for sunrise events because the amplitude of the oscillation increases exponentially at lower tangent altitudes. The oscillatory correction for the sunset mode is smaller and, contrary to the sunrise mode, the amplitude of the oscillation decays exponentially at lower altitudes. However, the sunset signals must still be corrected for the linear drift in the measurement, which cannot be accurately determined without correctly accounting for the thermal oscillation.

To correctly apply the oscillation model to the measured signal, a gain related to an instrumental calibration procedure called balance adjustment (BA) must be taken into account. The BA procedure introduces a sharp step in the signal level between 180 and 200 km. The time of occurrence and duration of this calibration procedure changes slightly from event-to-event. The BA procedure modifies the electronic gain applied to the measured signal with the objective of optimizing the observation. The gain, \(C_{BA}\), changes before and after the BA (defined by the time \(t_{BA}\)), as expressed in Eq. (2). \(C_{pre}\) and \(C_{post}\) are the gains before and after the BA procedure, respectively, and \(\theta(\Delta t)\) is a step function that sets the gains accordingly:

\[
C_{BA} = C_{pre}\theta(\Delta t < t_{BA}) + C_{post}\theta(\Delta t > t_{BA}).
\] (2)

The exoatmospheric signal value \(V_0\), is defined in the algorithm as the measured signal at 140 km. The oscillation must be modeled at the exoatmospheric level to correctly match the model and the signal. The model is thus offset by the exoatmospheric reference value and is modified as shown in Eq. (3):

\[
M = V_0C_{BA}(1 - M_{osc}).
\] (3)

This completes the model of the oscillation in the signal. The total number of fitting parameters is seven (the two BA gains and the five oscillation parameters \(A, \phi, S, \tau, \) and \(\omega\)). The \(V_0\) value and the \(t_{BA}\) are either calculated or provided to the algorithm.
and are held as constants during the fit. Notice that, ideally, the exoatmospheric portion of the signal should be completely flat at $V_0C_{BA}$ based upon the fundamental assumption that the solar energy is not changing during the measurement. This portion of the signal is ideal for fitting the model for the correction since there is no actual atmospheric perturbation in the measurement. The decay and frequency of the oscillation were found to be approximately constant as described in Section 3.A, thus reducing the number of fitting parameters for a given event to five.

3. Thermal Response Removal Algorithm

A Levenberg–Marquardt (LM) algorithm [16] is used to perform a least-squares fit of the signal using the model described. The fit is only performed in the exoatmospheric altitude range, where no atmospheric signals are present. The fitted parameters for the exoatmospheric altitude range are used to extrapolate the model to cover the entire signal. The oscillation is then removed, and the exoatmospheric signal level is restored as described by Eq. (4), where $V_m$ is the original measured signal and $V_c$ is the corrected one. Notice that for Eq. (4), $M$ refers to the extrapolation over the entire signal range:

$$V_c = V_m - M + V_0C_{BA} = V_m + M_{\text{extr}}V_0C_{BA}. \quad (4)$$

The fundamental SOFIE measurement for the retrieval is the limb path transmission in the NO band. Extinction by atmospheric NO is then inferred using the ratio of the endoatmospheric to the exoatmospheric signal defined by Eq. (5):

$$\beta = 1 - \frac{V_c}{V_0}. \quad (5)$$

It is assumed that the limb path extinction cannot be negative, or equivalently the limb transmission cannot be greater than one, a feature that should be monitored in the corrected signal. If statistically significant unphysical negative extinctions are present in the corrected profile, it can be assumed that the correction failed.

The LM algorithm minimizes the $\chi^2$ statistic, defined in Eq. (6), to arrive at the best fit solution. The term $\sigma_i$ refers to the signal random noise, $N$ is the number of fitted datapoints, and the subscript “fit” is used to signify that the $\chi^2$ is only calculated for the fitted altitude range. $\Delta_{\text{fit}}$ is the difference between the signal and the model throughout the fitting range, $V_m(\Delta t_i) - M(\Delta t_i)$:

$$\chi^2 = \sum_{i=1}^{N} \frac{(\Delta_{\text{fit}})^2}{\sigma_i^2}. \quad (6)$$

The reduced $\chi^2 (\chi^2_{\text{red}})$ was used as an alternative to assess the performance of the fitting routine. The $\chi^2_{\text{red}}$ corresponds to the ratio of the $\chi^2$ to the number of degrees of freedom, $\nu$, defined as $N - n - 1$, where $N$ is the number of datapoints that are fitted, and $n$ is the number of free parameters in the fit. Difficulties in implementing the fitting procedure occur because of the limited amount of data available for the fit. Additionally, the weak oscillations observed at the exoatmospheric altitudes limit the accuracy of the model parameterization.

To minimize the presence of unphysical negative extinctions in the corrected signal, a penalty was introduced to the fit. The penalty consists of increasing the differences used for convergence by the LM algorithm by an amount proportional to the total statistically significant unphysical values. The LM algorithm will therefore look for the combination of parameters that best minimizes both the unphysical signals and the thermal oscillation. To avoid overcorrecting, the penalty does not take into account those values that are below the 1σ error of the exoatmospheric reference.

The highest altitude at which the concentration of a constituent gas can be retrieved occurs where the response of the retrieved product to the expected transmission signal is at least 3 times the response to the instrumental noise. This altitude for SOFIE varies depending on absorption band and event from ~100 to ~140 km. The portion of the measurement above this limit is denoted as exoatmospheric, meaning that the effect of the atmosphere is not detectable. Below the 140–100 km mark, the signal is endoatmospheric and the measurements contain important information about the concentrations of the absorbing gases. When removing the thermal response of the 5.32 μm detector, a danger exists of removing part of the actual atmospheric signal. Therefore, it is crucial to identify the lowest altitude of the atmosphere that can be deemed exoatmospheric. A compromise must be reached, however, since the more data that are available for the fit, the better the detector thermal response can be determined and corrected. The challenge in adequately choosing the fitting range lies in identifying the altitude where the signal is entirely exoatmospheric. The algorithm starts at a predefined altitude of 140 km and increases the fitting range in 1 km increments until reaching a lower limit of 100 km. The best altitude range is selected according to the lowest $\chi^2_{\text{red}}$ statistic obtained from the fit. If there are additional features in the signal that are not described by the model, the $\chi^2_{\text{red}}$ statistic will increase, constraining the fitting region only to altitudes that can be fully explained by the thermal oscillation model. It is expected that atmospheric effects on the signal will not be in coincident phase with the model, and therefore will increase the $\chi^2_{\text{red}}$ statistic if they are included inside the fitting altitude range.

A. Characterization of the Detector Thermal Response

During May 2009, the SOFIE instrument was commanded to generate a set of 15 calibration measurements. These calibration events occurred exclusively
in the sunset mode above a tangent altitude of 180 km, to ensure that there were no atmospheric effects on the measured solar radiation signal. In operational events, this time is used to execute pointing procedures that characterize the solar source function for the different absorption bands, hence the calibration events are referred to as “no solar source function” (no-SSF) events. The no-SSF measurements provide an entirely exoatmospheric signal that most clearly shows the thermal oscillation for an extended time and altitude range. One of the calibration events is shown in Fig. 3. The data are plotted with respect to the time $\Delta t$ used to fit the model. The additional exoatmospheric data provided by these special events includes all the measurements before $-20$ s (i.e., above $\sim 180$ km). Operational events provide about 15 s of exoatmospheric measurements, whereas in no-SSF events, about 55 s of data are available for the fit. The model was fit to these calibration events, and the overall frequency and decay of the oscillation was found to be approximately constant. This result is in agreement with the thermal response being caused by the control hardware configuration, which does not change from orbit to orbit.

Since the number of no-SSF events is limited to May of 2009, possible drifts in the constant decay and frequency were investigated by analyzing the detector temperature data. As previously noted, the precision and temporal resolution of the single event detector temperature data are not adequate, hence 15 event averages were calculated on a data sample every 15 days for the entire mission. Only the temperature data for the sunrise mode measurements were considered because the sunset temperature measurements are dominated by the noise in the temperature sensor. The average detector temperature profiles were then fitted with the model.

The data showed that the decay and frequency determined from the detector temperatures is within the uncertainties of the parameters calculated from the no-SSF events, providing further motivation to use a constant decay and frequency as calculated by the no-SSF events. The signal error from analog to digital converter (ADC) noise was also characterized using the no-SSF data and found to be 0.54 counts, which is consistent with the ADC theoretical error of 0.5 counts.

## B. Uncertainty of the Absorption Signal

The uncertainty introduced into the signal by the correction is a combination of the uncertainty in the fitting parameters, the uncertainty incurred by fixing or not fixing the decay and frequency, and the uncertainty in the optimal fitting altitude range. To calculate the uncertainty caused by the fitting parameters, all possible combinations of the parameters with a $\pm 1$ sigma error applied were considered. At each altitude, the maximum and minimum possible signal values are selected to form the extremum profiles according to the errors in the parameters.

Fixing the decay and the frequency also introduces some error if these parameters vary slightly from event to event. The frequency was found both in the no-SSF calibration events and the detector temperature data to vary negligibly (by less than 1%) and therefore this uncertainty is not calculated. The decay, on the other hand, has a standard deviation from the no-SSF calibration events of 7.7%, which can introduce significant variation to the signal profiles. The correction was applied with a variable decay to estimate the uncertainty introduced by fixing this value in the model.

The fitting range that yields the best $\chi^2_{red}$ is reported to calculate the NO retrieval. It was determined empirically that a $\chi^2_{red}$ smaller than 3.0 was acceptable. Hence the profile obtained using the longest fitting range that still returns a $\chi^2_{red} < 3$ was used to estimate the uncertainty in the optimal fitting range. All uncertainties were considered independent of each other and are added in quadrature to yield the total uncertainty introduced by the thermal response correction to the detector signal.

## C. Thermal Response Removal Statistics

The algorithm was tested using the SOFIE 2008 data to determine the performance of the thermal response correction. The correction algorithm returns two flags to identify the events that the algorithm failed to accurately fit. One flag is set if the $\chi^2_{red}$ is greater than 3.0 threshold. The other flag is set if the unphysical value of the extinction, defined previously by Eq. (5), is lower than $-1 \times 10^{-4}$ (corresponding to a maximum of 3.3 ADC counts above the exoatmospheric value). A total of 9545 events were analyzed to verify the performance of the applied correction to the signal. 336 events (3.5%) had an unacceptable $\chi^2_{red}$, and 256 (2.7%) still showed unphysical signals. 137 events (1.4%) showed both
flags, indicative that about half of the unphysical signals are the result of erroneous fits. The average $\chi^2_{\text{red}}$ for the accepted events was 1.60 with a standard deviation of 0.33. The lowest altitude for the fitting altitude range as described in Section 3 varies from 100 to 140 km. On average, the correction starts at an altitude of 128 km for the 2008 events. However, the correction starting point is biased to upper altitudes. The correction for 50.4% of the events starts above 130 km, and it starts below an altitude of 110 km for only 10.5% of the events corrected.

Examples of the 5.32 $\mu$m detector signal correction for a SS event and SR event are shown, respectively, in Figs. 4 and 5. Notice that the correction uncertainty in the sunset example is almost unnoticeable. The false signal oscillations in the sunset data have been completely removed. Sunrise events, because of the nature of the initial thermal shock, show greater uncertainties in the correction with decreasing altitude.

4. Nitric Oxide Retrieval

The retrieval of NO is performed using the 5.32 $\mu$m absorption band signal, with an “onion-peeling” algorithm [17]. A detailed description of the signal processing and data retrieval is given in [7]. To obtain the NO concentration for each Earth limb tangent layer, the transmission signal at each tangent altitude is iteratively simulated with different concentrations until the simulated transmission matches the measured transmission to within the noise level. In the operational retrieval, the signal profile is divided into seven independent profiles or interleaves to reduce random error, taking advantage of the high vertical sampling rate of SOFIE. The target gas is retrieved for each interleave and the retrievals from the seven interleaves are combined to generate the final retrieval product [7]. An important note is that the retrieval algorithm outputs a minimum volume mixing ratio (VMR) value of $1 \times 10^{-15}$ parts per volume (ppv) (NO density of $\sim 0.01$ cm$^{-3}$ at 100 km) when the signal-to-noise ratio (SNR) is not enough to derive the atmospheric constituent concentration. Further averaging in the retrieval algorithm leads to minimum NO VMRs of $\sim 1 \times 10^{-10}$ (densities of $\sim 1000$ cm$^{-3}$ at 100 km) that are not physical. Retrieved values with a VMR below $1 \times 10^{-10}$ were removed from the data prior to the error analysis and comparisons to ACE-FTS.

A. Nitric Oxide Error Calculations

The very tenuous thermosphere yields measurements with small SNR, and for this reason daily averages of SOFIE events above 80 km provide a more reliable NO measurement. The empirical precision of the NO daily averages was estimated by calculating the standard deviation of three consecutive vertical datapoints (0.6 km) in the daily average profiles. A similar calculation was done for individual events to empirically estimate the precision of a single event. A daily average includes a maximum of 15 events, so the precision of individual events should be approximately $\sqrt{15} \approx 4$ times larger. This calculation approach is an overestimation of the actual errors since it includes the natural vertical variability of NO, in addition to the random errors in the measurement. Considering that the vertical field-of-view (FOV) and the vertical resolution of the SOFIE instrument are $\sim 1.5$ and $\sim 2.5$ km, respectively, the natural variability of the datapoints contained within 0.6 km should be minimized. From these empirical calculations, the corresponding precision of the NO measurement for daily averages and individual events is shown in Fig. 6.

A daily average precision of $< 15\%$ is achieved between 90 and 120 km for SR and 70 and 125 km for SS. Spacecraft SR measurements below 90 km are in general unreliable with estimated daily average measurement noise errors exceeding 20%. Many of the individual SR events are therefore not retrievable at these altitudes. This is mainly caused by the larger detector thermal oscillation, and hence larger uncertainties, for the SR mode events at lower altitudes. The daily average noise errors for both
spacecraft SR and SS gradually increase to 20% from 120 to 140 km altitude, as the NO density decreases. The empirical error calculation for individual events shows a minimum error around 100 km of ~30% and gradually increases to a maximum error of ~65% at 140 km, consistent with the diminishing signals at high altitudes. The SOFIE team is currently working on methods to improve the single event precision of the NO retrieval for the next data release. One improvement is obtained by increasing the number of interleaves used in the algorithm. The NO random error for a sample of individual SS and SR events with three additional interleaves is shown in Fig. 6 as “V1.3 test.” This retrieval provides nearly the same NO precision for single events as that obtained for daily averages using Version 1.2; the trade-off, however, is a lower vertical resolution of ~3 km.

The propagation of the signal errors to the retrieved NO density was further investigated using a simulated SS NO signal. The error mechanisms considered included random noise, atmospheric temperature bias, errors in the line strengths, errors in the registration altitude, forward model uncertainties, and FOV function uncertainties. The results are summarized for an individual event in Table 1 for altitudes of 90, 120, and 140 km. An atmospheric temperature bias was simulated by applying a temperature error that linearly increased from 0 K at 60 km to 20 K at 145 km. The SOFIE temperature retrieval ends at 102 km, and the temperature above this height corresponds to the adjusted mass spectrometer incoherent scatter (MSIS) model profile [18], making temperature errors more important at high altitudes. Differences between satellite measurements and MSIS model temperature results of 40 K have been reported in the MLT region [12], making this a potential source of significant error. SOFIE data version 1.2 uses the high-resolution transmission molecular absorption database (HITRAN) 2004 [19] to simulate limb transmissions through the atmosphere. Errors in NO density are directly proportional to line strength errors, which were assumed to be 7.5%, following HITRAN error codes for the 5.32 μm band. The altitude registration uncertainty was simulated by applying a 100 m offset to the absorption signals before the retrieval and comparing against the retrieval with no offset. The uncertainty introduced by the correction for the detector-induced thermal oscillation was calculated empirically by retrieving on the one sigma uncertainties in the transmission signal due to the correction algorithm, as described in Section 3.B.

The empirical estimation of the error for single-event retrievals in Fig. 6 yielded higher uncertainties than the theoretical estimates. The empirical calculation is expected to be higher because of the added contribution by the geophysical variability in the measurement. However, the differences are too high to be explained entirely by geophysical variability. Notice that the theoretical calculations indicate that the bulk of the error is dominated by random errors and not systematics. This is consistent with the reduced signal at the optically thin altitudes of interest. By computing daily averages of the NO data, the random error is reduced as is the total uncertainty. When using additional interleaves (“V1.3 test” in Fig. 6), the single-event empirical errors are in better agreement with the theoretical calculations. This indicates that increasing the number of interleaves provides a more robust retrieval that produces results more in line with the theoretical error estimates in Table 1.

Another important error is the temperature bias, which would be significant at high altitudes since no actual temperature measurement is performed. However, the NO absorption measurement is directly proportional to the NO number density and relatively independent of temperature. It is only when dealing with NO mixing ratios that the temperature error will be relevant. For this reason, the NO number density is used when comparing against other satellite instruments. SOFIE and ACE-FTS measure spectral transmission, which is used to retrieve the NO number density.

### Table 1. Theoretical SOFIE NO VMR Retrieval Error Mechanisms for a Simulated SS Event

<table>
<thead>
<tr>
<th>Error Mechanism</th>
<th>140 km</th>
<th>120 km</th>
<th>90 km</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Signal noise (%)</td>
<td>40</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Thermal correction (%)</td>
<td>15</td>
<td>15</td>
<td>10</td>
</tr>
<tr>
<td>Systematics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FOV uncertainties (%)</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Registration altitude (100 m) (%)</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>Temperature bias (0–20 K) (%)</td>
<td>8</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Line strengths (7.5%) (%)</td>
<td>7.5</td>
<td>7.5</td>
<td>7.5</td>
</tr>
<tr>
<td>Forward model (%)</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Total uncertainty (%)</td>
<td>44</td>
<td>24</td>
<td>16</td>
</tr>
</tbody>
</table>

Fig. 6. NO estimated mean precision for individual events and daily averages for version V1.2. The NO precision using a retrieval with 10 interleaves is also shown as “V1.3 test.”
exhibit strong spatial and diurnal variations, which further constrain the extent of the coincidence window for the two satellites. For this study, the measurements were considered coincident if they occurred within 2° in latitude, 5° in longitude, and 2 h in local time. The selected window yields a total of 153 coincidences for the NH (spacecraft SR) and 144 coincidences for the SH (spacecraft SS). To perform the comparisons, the SOFIE dataset was linearly interpolated onto the ACE-FTS altitude grid. No additional smoothing of either dataset was performed in the calculations. The ACE-FTS data version 3.0 was used for the comparisons. The coincident events for the SH take place from December to April, and for the NH from March to July.

The comparisons between SOFIE and ACE-FTS NO measurements were performed between 87 and 105 km. The results are shown in Figs. 7 and 8 for the SH and NH, respectively. The mean profiles for each instrument are shown along with the difference of the mean profiles. The optically thin MLT region leads to SOFIE measurements with occasional unphysically low NO retrievals and large false variability that make individual event-to-event comparisons misleading; hence the difference of the mean profiles are shown. The plotted uncertainty for the mean SOFIE profile [panel (a) for both figures] corresponds to the daily average (15 events) precision described in Section 4.A, and represents therefore the random error in the daily average profile. The ACE-FTS uncertainty corresponds to the equivalent uncertainty for 15 event averages (mean uncertainty divided by √15). This uncertainty represents an overestimate of the actual uncertainty for the mean coincident profiles. The errors for the mean profile of the total number of coincident events will be ~3 times smaller. The total uncertainty for the difference of the means [panel (b) for both figures] corresponds to the errors of both instruments added in quadrature.

The mean SH profiles shown in Fig. 7 are almost identical for SOFIE and ACE-FTS. The total SH mean profiles differ on average by 9%. The difference range goes from −7% to 22%, except at the lower boundary where the difference is ~50%. The differences are smaller than the total estimated uncertainty at all altitudes, and most of the differences are smaller than the SEM. Note that, for clarity, the SEM in Fig. 7 is plotted at alternating altitudes for the two instruments. There is no apparent bias in the SH measurements between SOFIE and ACE.

The NH comparison in Fig. 8 shows that the coincident SOFIE NH measurements have a low bias compared to ACE-FTS. The mean SOFIE profile for the complete coincidence set was on average 18.5% smaller compared to ACE-FTS, and ranges between −33% and 11%. This result is statistically significant, as it exceeds the total uncertainty and the SEM for the differences. The difference is relatively constant throughout the comparison altitude range, except at the upper boundary, and the mean profiles from both datasets show the NO maximum at an altitude of ~99 km.

The comparisons in Figs. 7 and 8 are only shown for a limited altitude range between 87 and ~105 km because of the NO minimum between ~70 and 90 km, and because of the polar mesospheric cloud (PMC) and water interference below 85 km, which dominate the signal in this altitude range. The NO minimum and corresponding low signal in the mesosphere leads to large errors in individual measurements for both instruments. These large uncertainties prevent any comparisons throughout the NO minimum. The upper limit of the comparison is determined by the altitude at which ACE-FTS stops retrieving NO densities.

Removing SOFIE NO VMRs below $1 \times 10^{-10}$, if caused solely by random noise fluctuations in the signal, leads to an overestimation of the SOFIE NO. To evaluate this possible high bias introduced by removing the unphysical SOFIE NO VMRs, the comparison with ACE was repeated including SOFIE concentrations below the threshold. The SH results...
were practically identical, with the difference between datasets still within the SEM. The difference between ACE and SOFIE for the SH becomes on average $-0.85\%$ if no removal of unphysical VMRs is performed. NH measurements show a larger difference with ACE below 93 km if all the retrieved values are included. The NH measurements, particularly below 93 km, are significantly sensitive to the potential systematic bias introduced by the treatment of NO VMRs below $1 \times 10^{-10}$.

To further corroborate the validity of the model throughout the altitudes of interest, a small sample of coincident ACE NO profiles (four NH and four SH events) was used to calculate the expected NO transmission for the corresponding SOFIE events. To avoid biasing the correction to the results from ACE, this analysis was done after the correction had been developed. The simulated transmission signal using the ACE NO profile was compared against the measured and corrected SOFIE signals between 87 and $\sim 105$ km. On average, the correlation coefficient between the simulated signal and the corrected SOFIE signal was $0.61 \pm 0.07$. The correlation coefficient between the simulated signal and the original measured SOFIE signal was $0.37 \pm 0.09$, indicating that the corrected SOFIE signal best matches the simulation based on the ACE NO profile.

5. Summary and Conclusions

Thermal effects on the SOFIE NO detector have been successfully removed from the transmission signals, allowing for the retrieval of SOFIE NO densities. SH retrievals using the corrected transmission signals are currently available in SOFIE data version 1.2. The SOFIE SH retrievals are in excellent agreement with ACE-FTS coincident measurements between 87 and 105 km. SOFIE NH data show a relatively constant low bias compared to ACE-FTS of $-18.5\%$. Efforts are underway to improve the retrieval of SR events to allow for more accurate NH measurements.

A challenge in the retrieval of thermospheric NO is the extremely optically thin atmosphere above 90 km, yielding small absorption signals. To obtain improved SNR, several event averages were used. Daily average measurements (15 events) have an empirically estimated error of $<15\%$ at altitudes between 90 and 120 km for both hemispheres. Future SOFIE data versions will study the implementation of algorithm improvements that reduce the retrieval random error to $\sim 25\%$ for individual events from 60 to 130 km, in agreement with theoretical error calculations.

The SOFIE NO dataset for the SH has been restored to scientific quality, despite the detector thermal response nonlinearities. The NH measurements are still under study, but also show improved NO density profiles. This initial validation will be expanded in a future study to include other NO measurements. The relatively good agreement with ACE-FTS for both hemispheres is a good indicator of the reliability of current SOFIE NO retrievals above 87 km.
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